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A full-scale research data centre and test

environment with the objective to increase
knowledge, strengthen the Al & data centre

ecosystems and attract researchers.

» 30+ projects, from
the ground to the
cloud

* 25 employees

* 4 MEUR annual
turnover

» Established 2016

Partners: Ericsson,
ABB, Vattenfall, Meta,
LTU, Region North,
Vertiv, BP Castrol...

V= B

¥ 3 D,’é’h T"%ﬁ (<: L C:} U E: i y \ > Best Data Center
X | GLOBAL AWARDS 1Y
2019 T T C S < EARTO Innovation

ATV AT\ 2016201
AR

BDV

f_i-Space J SIVER]

Awards 2022

Holistic Cooling

ETRIVING FORICLUSTER EXCELLENCE

(2]



7

.| EUROPEAN CHIPS |/

L (A _Vifign Reaﬂli;ze‘_d)

e i

=\ = ] e

() SS

@ 7
lA‘l.;.
&L

i i\




Technology validation

Technology validation is the process of proving a new technology works as intended and
meets real-world needs, often through prototypes and testing in simulated or actual
environments, to confirm its feasibility, performance, and value before full-scale
development, ensuring it solves real problems, aligns with goals, and minimizes risk.
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The beginning

Revenue & Profit
(Millions USD)

Timeline
(Years)

Product Life Cycle Stages

Previously
Successful Product

Profit/Unit

PR

Sales

N

Life-Cycle
Extension

>

(Years)

Competitive . Decline
Growth Turbulence Maturity or Extinction
Time
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wWhat can go wrong?

4,195,835 4,195,835

= 1. 20449136241 = 1.333739068902
3.145 727 333820449136241002 3.145.727 8902037589

LC teacher
finds chink

Intel Pentium FDIV Bug (1994)
in Intel chip

Touted microprocessor
| fails in matﬁemancs

:4 éySmdm Tan

« What happened: A flaw in the floating-point | ==

‘who has spent more than a year

o

immersed in computational

unit of early Pentium processors caused aumber theory Thomas Ricely vill b
research has almost no practical appli-
. . « o “lg::e- tin his case.
incorrect division results. - e e
that has now brought a halt to national
space research and caused a public
relations crisis for the world’s largest
: . . B T ottt wasin the tncel Pentium 5
» The Cost estimation: The bug estimated to | gismemesoroeass ™ L
| and buoyed by a million-dollar ad L hburg College
illustrate a compumllon flaw In lntel 's Pentium microprocessor.

COS t I n te I ~ $ 4 7 5 mi I I i o n (u na dj u Sted fo r : m“ﬁ':%ﬁi‘;};?&i&:f;ﬁ;n that should have been the same, but through the research equation that

| mention in a couple of trade journals.
Sl i ] weren't. They were: produced the error few would would night and day on five different com-

Staff photo by Doug Koontz
h Thi Nicely used a blackboard full of math equations to

Nicely’s research ran on autopilot

rt he s 4
1 1 H g mn.:lm:lat;m%r br‘:)l;:l::ﬁ';ln: 1.212659629408666956 and have thought to double-check. puters. Yet he noticed he could only
I n at I O n to re p a C e t e C I p S . ~ print media clamoring for his story. - 1.212659624891157804. “I'm suspicious by nature, a good recreate the error on the computers
_He sat at his computer Mondayand  Thetwonumbers diverged after the trait in a mathematician,” Nicely said.  with Pentium chips even though those
“chuckled. “ninth digit. He spent nearly three mom.hs trymg chips were designed to accurately
“I'm*llbpinzyou 'l zive thecollege Hdw—thls may all be gobbledygook to  to track down the probl out to the 19th place.
PR so to put up with but for for program errors, compiler errors, He even took his program to Staples,
m i ém t was a major error. rs. The allbul- ~ amajor fm'ii ::5 miomr:‘ :ﬂoﬁn
1 p%.d to th penmss qn
~ .v v ‘ gb nu . R I
H : 2 -
Reference: https://en.wikipedia.org/wiki/Pentium_FDIV_bug - = iiredis i : S

https://www.facebook.com/groups/LivingInLynchburg/posts/3464 126760513113/



wWhat can go wrong?

Samsung's investigation into the Galaxy Note7

incidents concluded that the batteries were the
cause of the fires. The company identified two

separate battery faults from different suppliers
that led to the same outcome: overheating and
combustion.

Galaxy Note7
What we discovered

A short circuit within the battery may occurwhen there is damage to the separator
that allows the positive and negative electrodes to meet within the jellyroll.

Samsung accepted responsibility for failing to
identify these design and manufacturing issues

d u ri ng thel r Va" d ation p rocesses. AS aresu It Of Based on a detailed analysis of the affected batteries, both Battery A from the
. . . . 1st recall and Battery B from the 2nd recall, we identified separate factors that
the investigation, Samsung implemented new originated in and were specific to the two different batteries.

safety measures, including an "8-Point Battery
Safety Check," to prevent similar incidents in S
the future. The recall and discontinuation cost Positive Tab

Samsung an estimated $5. 3 billion.

Lithium-lon Battery Structure

Separator

Reference: https://ne g i
https://www.theguardian com/technology/2016/oct/10/samsung halts productlon galaxy note 7-
phone-battery-fires
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https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
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https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered
https://news.samsung.com/global/infographic-galaxy-note7-what-we-discovered

Microsoft, Alphabet, Amazon,
Meta, and Apple

of revenue

enditureas a

(
\
\\

Reference: Padilla, J., Ginsburg, D. H., & Wong-Ervin, K. W. (2024). DYNAMIC COMPETITION AND ANTITRUST: QUICK-LOOK INFERENCES FROM THE ANALYSIS OF BIG TECH'S R&D
EXPENDITURE RATIOS. Forthcoming in the Antitrust Law Journal.
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Technology Readiness Levels
G. Technology readiness levels (TRL)

Where a topic description refers to a TRL, the following definitions apply, unless otherwise specified:

TRL 1 — basic principles observed

TRL 2 — technology concept formulated
TRL 3 — experimental proof of concept
TRL 4 — technology validated in lab

TRL 5 — technology validated in relevant environment (industrially relevant
environment in the case of key enabling technologies)

TRL 6 — technology demonstrated in relevant environment (industrially relevant
environment in the case of key enabling technologies)

TRL 7 — system prototype demonstration in operational environment
TRL 8 — system complete and qualified

TRL 9 - actual system proven in operational environment (competitive
manufacturing in the case of key enabling technologies; or in space)

nx



The European TRLs: From Spark to Market-Ready Mayhem!

TRL 1: Basic Principles Observed.

TRL 2: Technology Concept Formulated. TRL 3: Experimental Proof of Concept.
ZAP! i -

A principle is born!
Light makes
things jump!

|
RL 2: A brilliant (and
caffeinated) concept!
=

TRL 3: It works! |l
J (Mostly, don't touch it!) |

TRL1: A
hair-raising idea!

nology Validated in Relevant Environment. | |

Scur prototype S

e o

anches a bygiant 7 : It's blinkin
a prototypel /; & . 1\ -\ on a real rogf!
;i, ///_//;; i\ : Huzzah! . '
T ) A Jragre =/
TRL 4: Still not e : S TRL 6: It's blinking
blowing upiin ~ TRL5: Survives a on a real roof!
the Tab! simulated storm! (Barely!) < Huzzah!
TRL 7: System Prototype Demonstration TRL 8: System Complete and Qualified. TRL 9: Actual System Proven in Operational Environment.
in Operational Environment. ﬁ g TRL 8: The paperwork is ‘ﬁm"z,‘ ~ o ~~/ TRL 9: The PV Market
A @) S done! (And heavier than the techl) /& e is Born! Now, who wants
|| < S : a sun-powered latte?
2y ™~

& Il

|

A ,
= TRL 7: Toasting... with
a bit too much power!

T




Rerevant environment

1




TRL 5: Technology Validated in Relevant Environment. | )

~ 7

Rerevant environment

WT3-HRU

: Survives a

@ = U | simulated storm! (Barely!)
@ Differential pressure sensor (+/-) ; p : =
~
@ Combined temperature and humidity sensor

@® Flow meters ;
WT3-SA6

~

\> |
u :es “

() Temperature sensor (1-wire)

WT3-SA1

WT3-5A2

WT3-SA3
WT3-SA4 WT3-FAl WT3-SA5

WT3-AC
(Air Cooler)

Fan power measured
by shelly plug,
192.168.30.104

WT3-501§§ WT3-ECL1

(2]
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Inlet Temperature at Component Ul next to USB
port on Front (Ul is visible on top on board):

Paying attention to the data

108000 |na

0.000 94000 |na

The IPMI sensor command reports a lot of sensor data.
Leopard V2 servers’ board management system collects
data from 144 points. The BMC, which has direct access to
all analogue sensors on the motherboard or through the R
PCH Management Engine, reports this data for sustainable
server operation. S

discrete
|na
ete
e | 0018




Importance of data
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Understanding perf
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Complying with the standards
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AI model compute
requirements

Computing Demand is Growing: Training

Training Compute (FLOP)

1027 1
Gemini Ultra

1025
AlphaGo Zero
_>
AlphaGo Master @
1021
10™
10"

10 4.6x/year

Source: Epoch.ai
I I I T

2012 2014 2016 2018 2020 2022 2024 2026

Reference: Anastasiia Nosova at Green Computing in the Al Era conference 2025




Al compute hardware
capabilities

Performance of Leading ML Hardware

Performance (FLOP/s) FP32 FP16 @ TF32(19-bit)  ® Tensor-FP16/BF16

1016 E

?*% \ NVIDIA GB200 NVL2,_

Google TPU v5§~
NVIDIA H100 2. .
Google TPU v4

Google TPU v3
NVIDIA V100~ _ &l ]

NVIDIA A100

Google'TPU v2

Source: Epoch.ai
|

2008 2010 2012 2014 2016 2018 2020 2022 2024 2026

Reference: Anastasiia Nosova at Green Computing in the Al Era conference 2025

Demand is
x4.6 per
year

Hardware is
x1.3 per
year
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Al compute demand &
hardware capability

FLOP = Floating Point Operations

Al compute demand

> More hardware &
data centers needed

Gap

Al compute hardware

Message: The widening gap between Al compute demand and the pace of hardware performance
improvements is a key driver behind rising energy use and the surge in data centre investments.

Reference: Anastasiia Nosova at Green Computing in the Al Era conference 2025
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Google Cloud
Al infrastructure is hot. New power distribution
and liquid cooling infrastructure can help

Transforming power delivery with 1 MW per IT
rack g

Reference: https://cloud.google.com/blog/topics/systems/enabling-1-mw-it-racks-and-liquid-cooling-at-ocp-emea-summit

TRL 6: Technology Demonstrated in Relevant Environment.

It's blinking
on a real roof!
Huzzah!
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Reference: https://www.ri.se/en/our-first-2u-server-emulator-of-12-kw-under-test

TRL 6: Technology Demonstrated in Relevant Environment.

It's blinking
on a real roof!
Huzzah!

TRL 6: I'rs blinking
on a real roof!
Huzzah!

Chip load emulators (CLEs):

CLEs, can reach 2kW each. CLEs
are fully load and temperature
controlled. They are designed to
evaluate cooling performance of
coldplates, 1- or 2-phase systems
cooling systems, immersion
solutions, air cooling or hybrid
cooling units at high heatflux. It
will then be possible to reach 30
kW in 2U or up to 700 kW in a
full sized 19" rack. RI_
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RISE ICE Data Centre

great ideas

Into proven
NNovationg

TRL 7: System Prototype Demonstration
in Operational Environment.

|
¥

L 7: Toasting... with ||
=.| abit oo much power! |§




Technical scope of domains covered by the next generation

cloud-edge industry roadmap

On-premise Edge Far Edge Near Edge

APPLICATION
SERVICES

PLATFORM SERVICES

INFRASTRUCTURE
SERVICES

CYBERSECURITY

CLOUD-EDGE
FOUNDATIONS

NETWORK
INTEGRATION

-
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INTEROPERABILITY AND MULTI-PROVIDER SERVICES

DATACENTRE
INFRASTRUCTURE

Reference: European Industrial Technology Roadmap for the Next Generation Cloud-Edge Offering

On-premise
Micro DC

Out of scope of the Nexlt Generation
Cloud-Edge technology roadmap

In-Country Cloud m

Pan-European data sharing platforms

Horizontal Enablers (Security, Blockchain...)
|

Platform as a Service (LifeCycle Management, Monitoring, Automation)

Data Pipeline (Data integration, preparation, anonymization, Al/ML, ...)

Runtime (SDK, mobile/web app frameworks), Middleware, APIs
||

Infrastructure as a Service (Software Defined Compute, Storage, DC Network)

Containers

Operating System

Virtualisation (Virtual Machines)
||

Hardware management, Monitoring & Workload optimization
I

Hardware (Compute, Storage, Networking)

Software Defined Networking, interconnectivity, traffic prioritization, bandwidth allocation...

Low latency, secure network services (5G/FTTH/WiFi access, Fiber backbone)
||

DataCenter Infrastructure Management (Al-based monitor, manage, optimize)
—

Micro DC or bare-

= el Next Generation Datacenter




RISE ICE Data Centre

RI
= ICE Connect
S

SERVICES PRICING HELP

Log in / Sign up

Deploy and manage bare-
metal servers or GPU VMs.

Deploy, manage and monitor
workloads on GPU
Kubernetes cluster using
Rancher GUI.

ICE S3 is an object storage
service powered by our Ceph
cluster. Click here to manage
your S3 storage buckets.

Build your cloud and edge
spanning virtual
infrastructure using laaS
powered by OpenNebula.

nx



Digital twins

Outdoor Temperature vs Q_kWh
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ColonyOS$ aa
Meta operating system ¢

Train
Al models

Remote Sensing
Services

e,a ColonyOS (Meta-Operating System)

T T tX X

Middleware (Executor) Middleware (Executor) Middleware (Executor)
LN LN N IN IN IN 1IN 1IN IN NI LN LN LN IN IN IN Il I In I I IDIm LN

Orchestrator (Kubernetes) Orchestrator (Kubernetes)
imHim imim i IiN i N IiNiIimIiN iNim i i iNIiN INININIiN ININ D

'FTi} |

0S (Linux) 0S (Linux) “ l W TE
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What is next?

EDGE  CLOUD
Typical distance <1km 1-100 km 100-1000 km >1000 km
Average latency 1ms 2-5ms 10-20ms >20ms
Millions 100 000s 1000s 100s 10s <10
& : Central office
))) Cell site Central
D @ edge 1 ' In-country data centre
u WIB R data centre
Aggregation
(ﬂ) lﬁ node

L ON-DEVICE

Near-premise

(1w

L ON-PREMISE —

L FAREDGE

q

Mini &
lata centres

NEAR EDGE

CLOUD

Reference: European Industrial Technology Roadmap for the Next Generation Cloud-Edge Offering European Commission
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Open Compute Project

COMMUNITY PROJECTS

NEW INITIATIVES

EMERGING MARKETS

OCP

FUTURE
TECHNOLOGIES
SYMPOSIUM

OCP

FUTURE
TECHNOLOGIES
INITIATIVE
ALY
¥ i

P
PR NI

i an e
prh sy
Peap v

OPEN
STARTUP"

."_;'.
<> Server N
@
H
Storage Rack & power
DC Physical .ﬁé
0-” Infrastructure | Infrastructure Eﬁ
Ti_rne Cooling
Appliances Environments
Systems =}
E@E Management
Open Data Center
Systems @)@ /éﬁ% Facility
Firmware .
©® @ Ty
Hardware Sustainability

Management Security

4 ™

TECHNOLOGY

Open Systems
for Al
s
YV Evenstar
OpenRAN

Test &
Validation
. w,
' ™
MARKETS

Photonics  Chiplets

OCP MARKETPLACE

oFEN [ —

RECOGNITION PROGRAMS
Security | Facilities

OCP OCP

S.AF.E. READY"

Product

OCP OCP
ACCEPTED INSPIRED"

Reference: European Industrial Technology Roadmap for the Next Generation Cloud-Edge Offering European Commission
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